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INTRODUCTION
Artificial intelligence (AI) is gaining more and more ap-
plication in various spheres of modern life. The medical 
field, which in recent years has undergone significant 
changes thanks to the introduction of these technolo-
gies, was no exception. AI-based solutions are success-
fully used in pharmaceutical research, development 
of new drugs, medical documentation management, 
treatment strategies improvement, interpretation of 
medical images (including X-rays, CT and MRI), as well 
as in solving many other tasks [1, 2]. Recently, special 
attention of the medical community, including scien-
tists, has been attracted by the possibility of using AI 
systems for diagnosis, forecasting and classification of 
diseases [3].

An important milestone was the emergence of so-
called large language models (LLMs), such as ChatGPT, 
Google Bard, LLaMA-2 and others. They have brought 
AI technologies closer not only to scientists, but also to 
ordinary users. These complex neural network models, 
trained on huge amounts of data, demonstrate impres-

sive abilities in solving a variety of tasks. The potential 
of the LLMs is huge and needs to be fully explored.

The use of the LLMs in routine clinical practice 
opens up broad perspectives from facilitating clinical 
decision-making to improving medical education and 
analyzing scientific research. Their ability to process 
and generate human-like text based on contextual 
understanding creates new opportunities for improving 
diagnosis, developing treatment plans and communi-
cating with patients. However, the implementation of 
such powerful tools in the healthcare system requires 
a thorough and comprehensive analysis of their effec-
tiveness and reliability. 

Numerous studies are being conducted to assess the 
effectiveness and reliability of available LLMs in various 
medical fields. In particular, there are many publications 
devoted to the use of these models for the diagnosis of 
diseases within narrow medical specialties. A significant 
part of the research concerned particular diseases [4-
11]. Some studies have been conducted to assess the 
diagnostic performance of LLMs in the context of mul-
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tiple medical specialties simultaneously. These works 
represent a more comprehensive approach and are 
aimed at evaluating the effectiveness of such models 
for general clinical use [12-16]. In addition, specialized 
tests are being developed for a comprehensive assess-
ment of the potential of LLMs in clinical practice [17]. 

The rapid development of this field necessitates the 
urgent need to conduct empirical studies that would 
compare various LLM-based solutions, evaluate their 
effectiveness according to accepted criteria, and 
study the possibilities of their interaction with other AI 
technologies in medicine. Such research is extremely 
important and plays a key role in shaping approaches 
to the responsible development and implementation 
of LLM in medical practice. They are designed to im-
prove the quality and safety of patient treatment and 
minimize the risks associated with the implementation 
of AI in routine medical practice.

AIM
The aim of this study was to determine the performance 
of freely available LLMs in diagnosing diseases based 
on clinical case descriptions as well as their response 
repeatability.

MATERIALS AND METHODS
In our study, we evaluated the performance of ChatGPT 
3.5, ChatGPT 4o (OpenAI Inc, San Francisco, CA), Google 
Gemini, and Claude AI 3.5 Sonnet (Anthropic, California, 
U.S.) in diagnosing diseases based on clinical case de-
scriptions. For that reason 100 clinical cases were used. 
Each clinical case consisted of detailed information 
about a patient’s complaints, history of present illness, 
past medical and family histories, results of physical, lab-
oratory and instrumental methods of examination. An 
average length of clinical case description was 527±74 
words. The analysis was conducted in two phases. In 
Phase 1 models were given only clinical case descrip-
tions while in Phase 2 models were provided with clin-
ical case descriptions along with variants of answer to 
choose from. In both phases we used an initial prompt 
to instruct every model. In the first phase the prompt 
was “In the next prompt I’ll give you a description of a 
clinical case. Act as a professional doctor and diagnose 
the most suitable disease based on the description. 
Write the diagnosis only without any explanations”. In 
the second phase this prompt was partially simplified to 
“In the next prompt I’ll give you a description of a clinical 
case. Act as a professional doctor. Write the diagnosis 
only without any explanations”. This change was done 
because the sentence “On the basis of these findings 

only, what is the most likely diagnosis?” was added to 
the end of each clinical case description before the list 
of answer variants. Each phase involved presenting the 
same set of clinical cases twice using the new chat to 
each LLM. The diagnostic accuracy of the models was 
estimated as the percentage of correct answers when 
given a set of clinical cases for the first time to each 
model. Response consistency and repeatability was 
determined using the agreement percentage and Co-
hen’s Kappa coefficient (k) along with 95% confidence 
intervals (CI). k values were interpreted as <0.0 – poor; 
0.0-0.2 – slight; 0.2-0.4 – fair; 0.4-0.6 – moderate; 0.6-0.8 
– substantial; and 0.8-1.0 – almost perfect agreement 
[18]. 95% CI for proportions was calculated using Wil-
son’s method. Two-tailed Fisher’s exact test was used for 
comparative analysis of frequency tables. The difference 
was considered to be statistically significant if p<0.05.

RESULTS
Analysis of the diagnostic accuracy in the first phase of 
the study, which was based only on the description of 
clinical cases, revealed significant differences between 
the studied LLMs (Table 1). In particular, the result was 
the highest in Claude AI 3.5 Sonnet, which established 
the correct diagnosis in 72 cases out of 100 offered. 
ChatGPT 3.5 also demonstrated a strong ability to inter-
pret clinical data. The performance of ChatGPT 4o was 
almost 10% lower compared to Claude AI 3.5 Sonnet. 
At the same time, no statistically significant difference 
was found between the results of these LLMs (p>0.05). 
In this phase of the study, the lowest performance was 
shown by Google Gemini, which correctly diagnosed 
less than 50% of the given cases and its performance 
was statistically lower compared to other models 
(p<0.05). 

Providing variants of possible answers to the clinical 
cases description in the second phase of this study 
significantly increased the diagnostic accuracy of all 
models. In this phase, ChatGPT 4o correctly identified 
the largest number of diagnoses (91 cases out of 100). 
Both ChatGPT 3.5 and Claude AI 3.5 Sonnet showed 
almost the same performance (90.00 % and 89.00 % 
respectively, p>0.05). Google Gemini, despite a signif-
icant improvement compared to the results in Phase 
1, showed the lowest efficiency. At the same time, its 
performance in this phase of the study was statistically 
lower compared to other LLMs (p<0.05). 

The degree of improvement in disease diagnosis ef-
ficiency of the studied LLMs when comparing phases 
2 and 1 varied depending on the model. The highest 
increase in productivity was demonstrated by Google 
Gemini (47.73%). ChatGPT 4o and ChatGPT 3.5 had 
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a slightly lower degree of improvement (42.19% and 
30.43%, respectively). The lowest increase in efficiency 
(23.61%) was demonstrated by Claude AI 3.5 Sonnet. 
These differences in improving disease diagnosis 
highlight the different ability of each model to use the 
diagnostic options provided to improve accuracy. 

In addition to the effectiveness of LLMs in the diag-
nosis of various diseases, the repeatability and repro-
ducibility of the results are also important. In Phase 1 of 
the study, the models showed a high consistency of re-
sponses. ChatGPT 4o and Claude AI 3.5 Sonnet showed 
the highest retest agreement of 97.00%. ChatGPT 3.5 
and Google Gemini demonstrated slightly lower, but 
also high consistency. The obtained results were also 
confirmed when calculating k coefficients, which were 
0.91 (95% CI 0.82 - 1.00), 0.94 (95% CI 0.86 - 1.00), 0.86 
(95% CI 0.76 - 0.96) and 0.93 (95% CI 0.84 - 1.00) for 
ChatGPT 3.5, ChatGPT 4o, Google Gemini and Claude 
AI 3.5 Sonnet, respectively. 

The consistency of LLMs’ responses increased in Phase 
2 of the study. The agreement percentage of ChatGPT 
4o reached almost 100% (k = 0.93, 95% CI 0.862-1.000). 
Claude AI 3.5 Sonnet had slightly lower but still high 
agreement rates (98%, k = 0.91, 95% CI 0.86-1.00), as 
well as ChatGPT 3.5 and Google Gemini (97% each; 
k = 0.85, 95% CI 0.69-1.00 and 0.93, 95% CI 0.86-1.00, 
respectively).

DISCUSSION
The ability of LLMs to establish diagnoses based on 
clinical case descriptions alone is essential for their use 
in routine medical practice to support clinical decision 
making. In different studies the efficacy of different 
LLMs varied greatly [4-16]. Based on the results ob-
tained in our study, three of the four models we tested 
showed an efficiency of more than 60%. The high results 
of Claude AI 3.5 Sonnet and ChatGPT 3.5 in diagnosis 
indicate their particular suitability for real clinical 
situations where there are no options for differential 
diagnosis. Interestingly, ChatGPT 3.5 and ChatGPT 4o 
had comparable performance. Despite the improve-
ments inherent in version 4o, the lack of a significant 

improvement in performance in the Phase 1 study may 
indicate that the updates were not specifically aimed at 
improving medical diagnostic capabilities. At the same 
time, the relatively low performance of Google Gemini is 
an example of how important it is to carefully evaluate 
and validate AI models before they are put into clinical 
use. The identified differences in the effectiveness of 
the studied models are determined by many factors 
such as the type of training data, model architecture, 
fine-tuning features, understanding of the context 
and handling of uncertainty. A detailed study of the 
influence of these factors is critical for improving LLMs 
with the aim of their further use for medical purposes, 
as well as the selection of appropriate models for spe-
cific healthcare tasks. Future research should focus on 
identifying and studying these factors to improve the 
diagnostic capabilities of AI in open-ended scenarios. 

The significant increase in diagnostic performance of 
all models in Phase 2 of this study is a key finding with 
important practical implications. The performance of 
Claude AI 3.5 Sonnet, ChatGPT 3.5 and ChatGPT 4o 
at 89.00-91.00 % suggests that these LLMs can be ex-
tremely useful in clinical decision support when used 
for differential diagnosis. Also of particular interest is 
the varying degree of improvement among models 
(from 23.61% to 47.73%) when diagnostic options are 
added. These differences reflect fundamental varia-
tions in how each model handles and uses additional 
context or constraints. The significant improvements 
in ChatGPT models indicate their good adaptability 
to multiple-choice tasks, which in turn may be related 
to their training methodology or architecture. The 
increased efficiency in the presence of choice options 
has several important implications for the practical 
application of LLMs in healthcare, such as improving 
human-AI collaboration, reducing diagnostic errors, 
training physicians and improving the efficiency of the 
differential diagnosis process.

When evaluating the feasibility of using LLMs in real 
clinical scenarios, it is important to ensure that the re-
sponses provided by these models are not random in 
nature. To determine the reproducibility of the result, 
the percentage of response repeatability and the k 

Table 1. Diagnostic Accuracy and Response Consistency of Large Language Models in Clinical Case Analysis, % (CI)
LLM Phase 1 Agreements Phase 2 Agreements

ChatGPT 3.5 69.00 (59.35-77.25) 96.00 90.00  (82.39 - 94.65)# 97.00 

ChatGPT 4o 64.00  (54.22 - 72.74) 97.00 91.00  (83.58 - 95.38)# 99.00 

Google Gemini 44.00  (34.67 - 53.77)* 93.00 65.00  (55.24 - 73.65)*# 97.00 

Claude AI 3.5 Sonnet 72.00  (62.48 - 79.90) 97.00 89.00  (91.17 - 99.35)# 98.00 

Note. * - the difference is statistically significant compared to ChatGPT 3.5, ChatGPT 4o and Claude AI 3.5 Sonnet (p<0.05), # - the difference is statistically 
significant compared to the results of Phase 1 (p<0.05)
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coefficient are usually determined. According to the 
literature, these indicators for the models under study 
vary widely from average to significant levels [19, 20]. 
To a large extent, the reproducibility of the results de-
pends on the study design, the prompt structure, and 
the amount of information provided for analysis.

High percentages of repeatability as well as k ob-
served at both stages of our study indicate high reliabil-
ity and reproducibility of the obtained results. Such a 
sequence indicates that the LLMs’ responses were not 
random in nature, but were the result of an analysis of 
the provided clinical case descriptions. Furthermore, 
such high levels of consistency indicate that LLMs can 
maintain consistent performance across multiple trials, 
reducing the risk of random or unpredictable results. It 
also determines the possibility of using these models as 
assistants in clinical decision-making processes. 

When the answer options were provided in the 
second phase of this study, the agreement percent-
age increased slightly. Although the improvement in 
repeatability was statistically insignificant (p>0.05), it 
demonstrates the high reliability of using LLMs in a 
multiple-choice format. Constraining the choice con-
ditions helps these models produce more consistent 
results because they can better distinguish between 
the given options than generating responses from 

scratch, resulting in more consistent performance. 
The ability to generate consistent results is critical 
in building trust in AI systems among health care 
professionals. In addition, checking the repeatability 
of AI responses can be used in real clinical practice to 
determine the “confidence” of a particular model in 
the generated information. Although these findings 
are encouraging, it is important to note that consis-
tency alone does not guarantee accuracy of results. 
The high levels of concordance should be considered 
together with the accuracy results to fully understand 
the potential and limitations of these models in clin-
ical practice. 

CONCLUSIONS
Our study revealed important aspects of LLMs’ effec-
tiveness when using them in diagnosis of diseases. 
Claude AI 3.5 Sonnet and both ChatGPT models showed 
moderate performance in open-ended scenarios. In 
the multiple-choice scenarios, their effectiveness was 
around 90%, which makes them particularly useful in 
the process of differential diagnosis. Google Gemini’s 
efficacy was significantly lower compared to other 
models in both study phases, so its feasibility in real 
clinical practice is currently questionable.
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